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Who are we?

AI Enabled Software Engineering Lab
AISE

Software Engineering Research Group
SERG
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Leading question

Are permissively licensed datasets 
permissively licensed?
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Context

● Lawsuits
○ The Pile (Books3)
○ Getty Images vs. Stable Diffusion
○ The New York Times vs. OpenAI
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Context

● Lawsuits
● Issues

○ For profit use of copyrighted data
○ Outputs that can harm data holders
○ Memorization of data
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Context

● Lawsuits
● Issues
● Claims

○ Damages and lost revenue
○ Deletion of datasets and models
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Research questions

● Is there interest in permissively licensed 
code datasets?

● Are there traces of strong copyleft 
licenses in publicly available datasets?

● Is other sensitive information included in 
public code datasets?
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Approach

● Gather literature surveys
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Approach

● Gather literature surveys
● Extract models
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Approach

● Gather literature surveys
● Extract models
● Extract and collect datasets
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Approach

● Gather literature surveys
● Extract models
● Extract and collect datasets

RQ1: Is there interest in permissively 
licensed code datasets?
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Approach

● Gather literature surveys
● Extract models
● Extract and collect datasets
● Collect strong copyleft licensed code

GPL 2.0, GPL 3.0, AGPL



13

Approach

● Gather literature surveys
● Extract models
● Extract and collect datasets
● Collect strong copyleft licensed code
● Compare overlap between licensed 

code and dataset
Calculate SHA-256 hash of all files, from 
our collected dataset as well as publicly 
available datasets.
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Approach

● Gather literature surveys
● Extract models
● Extract and collect datasets
● Collect strong copyleft licensed code
● Compare overlap between licensed 

code and dataset
RQ2.1: Are there traces of strong copyleft 
licenses in publicly available datasets?
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Approach

● Compare overlap between licensed 
code and dataset

● Extract first comment

Regex search for any comment block, or 
multiline comment that starts in the first 20 
characters
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Approach

● Compare overlap between licensed 
code and dataset

● Extract first comment
● Search for licenses 

Regex search for language referring to 
GPL 2.0, GPL 3.0, and AGPL licenses
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Approach

● Compare overlap between licensed 
code and dataset

● Extract first comment
● Search for licenses 

RQ2.2: Are there traces of strong copyleft 
licenses in publicly available datasets?
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Approach

● Compare overlap between licensed 
code and dataset

● Extract first comment
● Search for licenses 
● Search for distribution intent
Regex search for terms such as 
“confidential”, “do not share”, etc…
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Approach

● Compare overlap between licensed 
code and dataset

● Extract first comment
● Search for licenses 
● Search for distribution intent
RQ3: Is other sensitive information 
included in public code datasets?
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Results - Study collection
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Results - Study collection
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Results - Study collection
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Results - RQ1

Is there interest in permissively licensed 
code datasets?
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Results - RQ1

● Code is used more frequently in training
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Results - RQ1

● Interest in code dataset licensing 
growing fast
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Results - RQ2

Are there traces of strong copyleft 
licenses in publicly available datasets?
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Results - RQ2

● All datasets had exact duplicate of code 
associated with a strong copyleft license
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Results - RQ2

● All datasets had comments referencing 
a strong copyleft license



29

Results - RQ3

Is other sensitive information included in 
public code datasets?
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Results - RQ3

● There is more information than just 
licenses in code comments
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Conclusion

● Checking repo licenses is not enough
● More work needed
● Build on existing works
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Implications

● No datasets is free of code licenses 
inconsistencies

● All models could output licensed code



33

Implications

● No datasets is free of code licenses 
inconsistencies

● All models could output licensed code

Who is responsible for what part of 
the LLM training pipeline?
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Questions?

J.B.Katzy@TUDelft.nl

@katzy_jonathan

jkatzy

JKatzy.nl


