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Intro
• Why do LLMs perform worse in some 

languages?

• Does language choice matter?
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Background
• Large Language Models for Code tasks
• Multilingual models
• Fine-tuning
• Transfer Learning
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Goals
• Map language similarities

• Identify distinct groupings of languages
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Approach - Overview
• Multilingual exploration of representations
• Comparison of token representations in a 

language
• Comparison of languages
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Approach - Representation
• BERT 

Representation

• “Token” set of 
representations

• “Language”
Set of Tokens
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Approach - Comparison 
• Similarity between

– Languages
– Tokens
– Representations
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Approach - Comparison 
• Representation

– Max Cosine similarity
• Token

– Average
• Language

– Average
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Approach - Data
• The stack

– 20 languages
– 100k files

• Variety of languages
– Different grammars
– Different use-cases
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Approach

• Wide variety of languages
– Different grammars
– Different use-cases
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Results
• Common languages are similar

Similarity
No pre-training

Similarity
pre-trained
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Results
• Common languages are similar
• Others are not

Similarity
No pre-training

Similarity
pre-trained
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Results
• Domain specific languages differ a little

Similarity
No pre-training

Similarity
pre-trained
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Results
• Domain specific languages differ a little
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Results
• Pretraining makes representation more 

consistent

Self-Similarity
No pre-training

Self-Similarity
pre-trained
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Why
• Difference in language performance
• Implications for applications

– Transfer learning
– Fine-tuning
– Low resource languages
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Conclusion
• There are consistent differences

• Use-case more important than grammar

• Implications
– Transfer learning
– Fine-tuning
– Low resource languages
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Future work
• More architectures

• Correlation to performance

• Analyze downstream tasks
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Questions?

J.B.Katzy@TUDelft.nl

@katzy_jonathan

jkatzy

JKatzy.nl

Language representation

Representation tasks
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